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ABSTRACT
Anchor links connect information entities, such as entities ofmovies
or products, across networks from di�erent sources, and thus in-
formation in these networks can be transferred directly via anchor
links. �erefore, anchor links have great value to many cross-
network applications, such as cross-network social link prediction
and cross-network recommendation. In this paper, we focus on
studying the recommendation problem that can provide ratings
of items or services. To address the problem, we propose a Cross-
network Collaborative Matrix Factorization (CCMF) recommendation
framework based on broad learning se�ing, which can e�ectively
integrate multi-source information and alleviate the sparse infor-
mation problem in each individual network. Based on item anchor
links, CCMF can fuse item similarity information and item latent
information across networks from di�erent sources. And di�erent
from most of the traditional works, CCMF can make multi-source
recommendation tasks collaborate together via the information
transfer based on the broad learning se�ing. During the transfer
process, a novel cross-network similarity transfer method is applied
to keep the consistency of item similarities between two di�erent
networks, and a domain adaptation matrix is used to overcome the
domain di�erence problem. We conduct experiments to compare
the proposed CCMF method with both classic and state-of-the-art
recommendation techniques. �e experimental results illustrate
that CCMF outperforms other methods in di�erent experimental
circumstances, and has great advantages on dealing with di�erent
data sparse problems.

CCS CONCEPTS
•Information systems→ Data mining; Collaborative and social
computing systems and tools; Information integration;
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1 INTRODUCTION
In the real-world, information entities are extensively connected
to each other via various kinds of links [28]. For instance, the
co-author links connect the researchers who have collaborated
before in bibliographic networks [19]; the supervisor links connect
managers to their subordinates in enterprise organizational charts
[28]; and the anchor links connect information entities of common
items/users from di�erent network sources (e.g., if an entity in
network A and an entity in network B both represent the same
item, the link which connects these two entities is an anchor link)
[30]. However, di�erent from most of the other links, anchor links
normally follow the one-to-one constraint [5], i.e., each item/user can
have at most one information entity to represent it in each network.
We note the case that items/users have multiple information entities
in one network is a di�erent problem [1], and can be resolved with
methods like [20], where these duplicated entities can be aggregated
in advance to form one unique entity and the constraint on anchor
links connecting these formed entities will still be “one-to-one”.

Since anchor links are the inter-network links that connect infor-
mation entities of the same users or items in two di�erent network
sources and follow the one-to-one constraint, the information of
these connected entities in di�erent sources/domains can be di-
rectly transferred via the anchor links. �us anchor links can help
overcome the negative transfer problem [21]. �is problem is caused
by transferring information between the domains that are not re-
lated enough, and is still not well solved by most of the current
transfer learning works, where these works focus on “What to trans-
fer” and “How to transfer”, by implicitly assuming that the source
and target domains are related to each other [21]. On this basis,
anchor links can improve the e�ect of cross-network information
transfer, and have great value to many cross-network applications.
As a result, how to apply anchor links to cross-network applica-
tions becomes a new problem, and is explored by several works
recently, which include: cross-network user alignment [5–8, 27, 35],
cross-network social link prediction [29, 30], cross-network recom-
mendation [13, 23, 24].

We are living in an era with explosive information, and digi-
tal revolution has changed the way we access information. People



(a) Single Recommendation task (b) Collaborative Recommendation tasks

Figure 1: Two application circumstances of using anchor links to improve the recommendation performances in networks
from di�erent sources.
nowadays can easily be overwhelmed by a vast amount of candidate
information entities on the Internet [22]. In order to recommend
people with the information entities that match their interests,
many recommendation methods have been proposed so far. How-
ever, the performances of traditional recommendation methods are
usually restricted by the problem of information sparsity. For exam-
ple, in IMDb1, most of the users only post a very small number of
review comments for the movies they have watched. Based on such
limited information, it is very challenging for the service provider
to provide high quality recommendation services for these users.

Fortunately, besides the user feedback information (e.g., the user-
item rating information), there also exists many other auxiliary
information that can be used to help solve the information sparsity
problem [25]. And many recommendation methods based on aux-
iliary information have been proposed so far [3, 9, 13, 15, 21, 22].
However, most of them [9, 13, 15, 22] aims at utilizing the auxiliary
information contained in the same data source where the recom-
mendation task is conducted (e.g., utilizing the user relations in
a given data source to help recommending the items in the same
data source [9]). And when this kind of auxiliary information is
insu�cient or unavailable in the data source, the information spar-
sity is still a big problem. E.g., in the real world e-commerce sites
(like Amazon) or recommendation sites (like Yelp), few social rela-
tions really exist among users, so the social relation information
cannot be used to solve the information sparsity. One novel way
to overcome such problem is to connect two data sources together
with the broad learning se�ing. In the broad learning se�ing, for
each data source if the useful information (includes the user feed-
back information and other auxiliary information) is insu�cient
or unavailable, some information from the other network can be
transferred to help the recommendation task. Fig. 1 illustrates two
application circumstances of using anchor links to overcome the
information sparsity problem.

Here, “Broad Learning” is a new type of learning task, which fo-
cuses on fusing multiple large-scale information sources of diverse
varieties together and carrying out synergistic data mining tasks
across these fused sources in one uni�ed analytic [31–34]. In the
real world, on the same information entities, e.g., social media users
[31, 34], movie knowledge library entries (studied in this paper) and
employees in companies [32, 33], a large amount of information
can actually be collected from various sources. �ese sources are
usually of di�erent varieties, like Foursquare vs Twi�er [31, 34],
IMDB vs Douban Movie sites (studied in this paper), Yammer vs
1www.imdb.com

company organizational chart [32, 33]. Each information source
provides a speci�c signature of the same entity from a unique un-
derlying aspect. E�ective fusion of these di�erent information
sources provides an opportunity for researchers and practitioners
to understand the entities more comprehensively, which renders
“Broad Learning” an extremely important learning task. Fusing
and mining multiple information sources of large volumes and
diverse varieties are a fundamental problem in big data studies.
“Broad Learning” investigates the principles, methodologies and
algorithms for synergistic knowledge discovery across multiple
aligned information sources, and evaluates the corresponding ben-
e�ts. Great challenges exist in “Broad Learning” for the e�ective
fusion of relevant knowledge across di�erent aligned information
sources depends upon not only the relatedness of these informa-
tion sources, but also the target application problems. “Broad
Learning” aims at developing general methodologies, which will
be shown to work for a diverse set of applications, while the speci�c
parameter se�ings can be learned for each application from the
training data.

Information transferred from other mature sources can help over-
come the information sparsity and improve the recommendation
results promisingly. As shown in Fig. 1(a), the online data source
G (1) is a newly created network source, in which the user-item
rating information is not su�cient. However, by connecting G (1)

with a well-developed network source G (2) which is full of user
feedback information via the anchor links, we can extract some
useful information from the user feedback information in G (2) , and
transfer it to help the recommendation task in G (1) .

Another case is about the cross-source collaborative recommen-
dation, where information can be transferred between di�erent
sources to help re�ne the recommendation results. As shown in
Fig. 1(b), both G (1) and G (2) are not new network sources, and
each of them newly imports some items which have su�cient user
feedbacks from the other data source. So in each of these data
sources, the user feedback information of the newly imported items
may not be su�cient for them to be recommend to the right users.
However, by connecting G (1) and G (2) together via anchor links,
each of them may acquire some useful information of its newly
imported items from the other. �us the recommendation tasks of
G (1) and G (2) can collaborate together to achieve be�er results.

Cross-source recommendation via anchor links is still a new
problem so far, and very few works have been done on this topic
[13, 23, 24]. When dealing with the applications in Fig. 1, there are
some new challenges that remain to be solved:



• Collaborative tasks of recommendation: most of the existing
transfer learning methods based on multi-source informa-
tion aim at improving only one recommendation task in
a given data source [13, 23, 24]. However, when two data
sources have their own recommendation tasks, how to
apply anchor links to make these recommendation tasks
collaborate together, in this way each one’s performances
can be improved by the other one simultaneously (as shown
in Fig. 1(b)), is still a new challenge.

• Domain di�erences among networks from di�erent sources:
most of the transfer learning methods for recommenda-
tion are designed to transfer information between data
sets in the same network source (e.g., the location data
set and the user relation data set of foursquare) [11, 12].
However, on the transferring of information among dif-
ferent network sources, things can be much di�erent. For
example, the language used in Douban2 is mainly Chinese,
but the language used in IMDb is mainly English. �us
when transferring the movie information between these
networks, we should explore a proper way to deal with the
language di�erence. So the question of “how to transfer”
should be reconsidered.

• E�ective transfer of new information: if we choose item
anchor links to connect networks from di�erent sources
for recommendation, the transferred information can also
be di�erent from the information transferred by the ex-
isting methods which are not based on item anchor links
[23, 24]. So it is important to make sure the transferred
information is useful and is proper to be transferred by
these links. Meanwhile, it’s also important to explore the
way of extracting the transferred information.

To overcome the above challenges, this paper proposes a Cross-
network CollaborativeMatrix Factorization (CCMF) framework based
on the broad learning se�ing, which uses the anchor links between
items to connect two networks from di�erent sources for recom-
mendation. Unlike user information which is usually anoymized,
online item information is widely accessible, user can get item an-
chor links easily by directly matching their important information.
For example, we can get movie anchor links by directly matching
the movies’ names, directors, and actors. Since item anchor links
are much easier to obtain than user anchor links, the anchor link
acquisition is no longer a challenge to our method. Besides, this
paper explores novel ways to transfer the information, which di-
rectly relates to the items and is crucial to the recommendation
with high information sparsity. �e information includes the item
similarity information and item latent information. And di�erent
from most of the traditional works, our approach can make the
recommendation tasks in these two networks collaborate together
via the information transfer process. At the same time, in order to
overcome the cross-network domain di�erences, a domain adap-
tation matrix H is applied to modify the transfer of item latent
information. Finally, this paper conducts di�erent experiments to
compare the performances of CCMF with several famous recom-
mendation methods. �e experimental results show that CCMF
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outperforms all of the compared methods, and prove that by us-
ing CCMF, the recommendation tasks in two networks can truly
cooperate together and achieve be�er results.

�e remaining part of this paper is organized as follows: At �rst,
we introduce several important concepts and de�ne our research
problem in Section 2. �e framework of CCMF is presented in detail
in Section 3, and evaluated in Section 4. Finally, we brie�y review
the related works in Section 5 and conclude the paper in Section 6.

2 PROBLEM FORMULATION
Supposing that there are two datasets G (1) = (V (1) , E (1) ) and
G (2) = (V (2) , E (2) ), which are collected from two di�erent net-
work sources respectively. �e set of entities in G (1) contains
two kinds of entities, and can be represented as V (1) = U (1) ∪

I (1) . U (1) = {u (1)0 ,u
(1)
1 , ...,u

(1)
a−1} is the set of user entities in G

(1) .
I (1) = {v (1)0 ,v

(1)
1 , ...,v

(1)
b−1} is the set of item entities in G (1) . Here,

|U (1) | = a and |I (1) | = b. E (1) ⊆ U (1) × I (1) is the set of ratings
between user entities and item entities in G (1) . We de�ne G (2) in a
similar way, where |U (2) | = c and |I (2) | = d .

Since each user may assign a group of rating values to a group
of item entities, we can create the user-item rating matrices R (1)

and R (2) according to E (1) and E (2) . Here R (1) = [R (1)
i, j ]a×b is

an a × b matrix that refers to a users’ ratings on b item entities
in G (1) , where R

(1)
i, j denotes user u (1)i ’s rating value on the item

entity v (1)j in G (1) . Similarly, R (2) = [R (2)
i, j ]c×d is a c × d matrix

that refers c users’ ratings on d item entities in G (2) . Here, R (1)
i, j

and R (2)
i, j ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, ?}, where the question mark “?”

denotes a missing (unobserved) rating value.
Supposing thatA ⊆ I (1) ×I (2) is the set of anchor links, which

connect item entities in G (1) and G (2) . �us there must exist an
anchor link mapping function ϕ : A → T , where matrix T =

[Ti, j ]b×d . Supposing that l (v (1)i ,v
(2)
j ) ∈ A is an anchor link that

connects thev (1)i ∈ I (1) withv (2)j ∈ I (2) . �us if l (v (1)i ,v
(2)
j ) exists,

Ti, j is set to 1; otherwise, it is set to 0. Since all of the anchor links
in A follow the one-to-one constraint, for all of the Ti, j ∈ T , we
have: ∀i,∀j

(∑d
k=0Ti,k ≤ 1,∑b

k=0Tk, j ≤ 1
)
.

Our goal is to predict the missing rating values in R (1) and R (2)

by transferring the item information between R (1) and R (2) via T .

3 THE CCMF METHOD
In this section, we will introduce the CCMF method which connects
two networks from di�erence sources for recommendation. We
�rstly review the basic Low-Rank Matrix Factorization framework,
and then introduce the improved CCMF model by illustrating the
way of extracting and transferring the information between two
networks, as well as theway of applying the transferred information
to improve the recommendation process.

3.1 Low-Rank Matrix Factorization
�e Low-Rank Matrix Factorization [18] has been widely studied in
recommendation systems. �e basic idea of it is to factorize the user-
item rating matrix R into two matrices U and V , representing user



Figure 2: �e main framework of CCMF method.

and item distributions on latent semantic, respectively. �en, the
rating prediction can be made through these two speci�c matrices.
�is approach mainly minimizes the objective function:

min
U ,V

L =
1
2

∑
i, j

Wi, j
(
Ri, j −UiVjT

)2
+
λ
2

(
‖U ‖2 + ‖V ‖2

)
(1)

whereW = [Wi, j ] is a corresponding nonnegative weight matrix,
if user i has rated item j, thenWi, j = 1; otherwise,Wi, j = 0. For
a given matrix R (R can be U , V ,W , R, etc.), Rk represents the
row vector derived from the kth row of R. λ2

(
‖U ‖2 + ‖V ‖2

)
is the

quadratic regularization termwhich aims to avoid over��ing, while
λ represents the regularization parameter that is used to adjust the
importance of the quadratic regularization term.

3.2 Cross-network Collaborative Matrix
Factorization

�eCross-network CollaborativeMatrix Factorization(CCMF)method
considers the regularization on the information of two di�erent
network datasets G (1) , G (2) and the anchor link based information
transfer between them. �e main framework of CCMF is illustrated
in Fig. 2. Here, Reд1 and Reд2 represent the regularization term
on intra-network information in G (1) and G (2) respectively; Reд3
represents the regularization term on the transfer of item latent
factors between G (1) and G (2) ; and Reд4 represents the quadratic
regularization term which aims to avoid over��ing. �en the opti-
mization problem is to minimize the objective function L, which
calculates the sum of Reд1, Reд2, Reд3 and Reд4. �e details of this
CCMF framework will be presented in the following part of this
subsection.

3.2.1 The regularization terms on intra-network information. Ac-
cording to Fig. 2, in Reд1 we factorize the G (1) ’s user-item rating
matrix R (1) ∈ Ra×b intoU (1) ∈ Ra×m andV (1) ∈ Rb×m . Herem is
the dimension number of latent factors inU (1) and V (1) , constant
a (constant b) denotes the number of users (items) in G (1) , and
m � min(a,b). Similarly, in Reд2, R (2) ∈ Rc×d is factorized into
U (2) ∈ Rc×n and V (2) ∈ Rd×n , where n � min(c,d ).

Intuitively, similar items have similar features and are easy to
get similar ratings by the same user. �at is, the latent factor of an
item is similar to the latent factors of items which are very similar
to the item. Based on this assumption, for the regulation term Reдk

(where k ∈ {1, 2}), the Item Similarity Regularization is added to the

basic Low-Rank Matrix Factorization framework as follows [25]:

Reдk =
1
2

a∑
i=0

b∑
j=0

W (k )
i, j

(
R (k )
i, j −U

(k )
i V (k )T

j

)2
+
γ
2

b∑
i=0

b∑
j=0

S (k )
i, j ‖V

(k )
i −V (k )

j ‖2

(2)

where S (k ) = {S (k )i, j } is a corresponding item similarity matrix of

G (k ) , S (k )i, j denotes the computed similarity between item i and

item j in G (k ) . ∑
i, j S

(k )
i, j ‖V

(k )
i − V

(k )
j ‖2 enforces a large S

(k )
i, j to

have a small distance between V
(k )
i and V

(k )
j (i.e., similar users

have smaller distance on latent factors). And γ represents the
regularization parameter that is used to adjust the importance of
Item Similarity Regularization.

�ere are many ways to compute the item similarities, some even
use heterogeneous information [15, 25]. However, in this paper, we
focus on presenting a basic framework which recommends items
only by the information in the user rating matrices. So for a given
network, its item similarity matrix is computed from its user rating
matrix, which is as follows:

S =


Si, j

�����
Si, j =

MiMj
T

‖Mi ‖ ‖Mj ‖




(3)

whereM =WT ∗ RT and ∗ denotes element-wise multiplication.

3.2.2 Cross-network item similarity transfer. To any two item
entities in two di�erent networks that are aligned by an anchor
link, although they represent the same item, their rating values can
be very di�erent. So when using Eq. (3) to compute the item simi-
larities in G (1) and G (2) separately, two given items can also have
di�erent similarity values in di�erent network sources. However,
in real world, whether two items are similar or not is decided by
their inherent characteristics, so their similarity should not change
with networks. Besides, if the user-item rating information of two
given item entities in one network is very sparse, their similarity
computed from these rating information is inadequate to represent
the similarity between their represented items in real world. So
when computing the item similarities, we should utilize as more
rating information as possible.

In our problem, a simple method to utilize more information
for item similarity computation is to combine the user-item rating
matrices R (1) and R (2) directly, and use the combined matrix to
calculate the item similarities. However, this method only applies
to the circumstance, where for any k , the entities v (1)k ∈ G (1) and
v
(2)
k ∈ G (2) belong to the same item (i.e., for any k , all R (1)

i,k and

R
(2)
j,k are the ratings of the same item). In real world, an item entity

in G (1) may not be aligned with any entity in G (2) via the anchor
link. Moreover, when i , j, the ith item entity inG (1) and the jth
item entity inG (2) may also represent the same item. So by directly
combining the R (1) and R (2) , the rating values of some other items
may be misused to compute the similarity between two given items.

In the following part of this subsection, a novel method to trans-
fer the item similarity information between G (1) and G (2) is pro-
posed. By using this method, the user-item ratings values in di�er-
ent networks can be correctly used to compute the item similarities,
and at the same time, the recommendation tasks in these two net-
works can share the same item similarities.



Firstly, our method evaluates the amount of information used
to computed the similarity of each pair of item entities in G (1) and
G (2) as follows:

Q (1)
i, j =

∑
k

W (1)
k,iW

(1)
k, j , Q

(2)
i, j =

∑
k

W (2)
k,iW

(2)
k, j (4)

where Q (1)
i, j (Q

(2)
i, j ) is used to denote the amounts of the rating in-

formation, which is used to compute the similarities of the ith
and jth item entities in G (1) (G (2) ), respectively. �us we can get
Q (1) = {Q (1)

i, j } =W
(1)TW (1) and Q (2) = {Q (2)

i, j } =W
(2)TW (2) .

However, entity v (1)i ∈ G (1) and entity v (2)i ∈ G (2) may not rep-
resent the same item. So the matrix T , which is generated from all
the anchor links between G (1) and G (1) , should be applied to trans-
fer the similarity information. As a result, a�er transferring Q (1)

to G (2) , we get the transferred matrix Q̃ (1) = TTQ (1)T . Similarly,
a�er transferring Q (2) to G (1) , we get Q̃ (2) = TQ (2)TT . Finally, the
way of computing S (1)i, j is as follows:

S (1)
i, j =




M (1)
i M (1)T

j

‖M (1)
i ‖ ‖M

(1)
j ‖

, if Q (1)
i, j > Q̃ (2)

i, j

M̃ (2)
i M̃ (2)T

j

‖M̃ (2)
i ‖ ‖M̃

(2)
j ‖

, if Q (1)
i, j < Q̃ (2)

i, j

M (1)
i M (1)T

j + M̃ (2)
i M̃ (2)T

j

( ‖M (1)
i ‖ + ‖M̃

(2)
i ‖) ( ‖M

(1)
j ‖ + ‖M̃

(2)
j ‖)

, otherwise

(5)

where M (1) = (W (1) ∗ R (1) )T , M̃ (2) = TT (W (2) ∗ R (2) )T . And
Q
(1)
i, j > Q̃

(2)
i, j means R (1) contains more rating information that can

be used to compute S (1)i, j than R
(2) , so S (1)i, j should be computed by

the information in R (1) . For be�er understanding, we give an exam-
ple: suppose that T = [1, 0, 0; 0, 1, 0; 0, 0, 0], which means v (1)0 (v (1)1 )
and v (2)0 (v (2)1 ) represent the same item, but v (1)2 and v (2)2 represent
di�erent items. And suppose R (1) = [2, ?, 3; 2, 3, 4; ?, ?, 1]T , R (2) =
[4, 2, ?; ?, 2, ?; 3, 4, 5]T ; thenwe can getW (1) = [1, 0, 1; 1, 1, 1; 0, 0, 1]T ,
andW (2) = [1, 1, 0; 0, 1, 0; 1, 1, 1]T from R (1) and R (2) . According to
Equations (3) and (4), the ratings in R (1) that can be used to com-
pute S (1)0,1 are R

(1)
0,0, R

(1)
2,0, R

(1)
0,1 and R

(1)
2,1, Q

(1)
0,1 = [1, 0, 1][1, 1, 1]T = 2.

Similarly, the ratings in R (2) that can be used to compute S (2)0,1 are
R
(2)
1,0 and R

(1)
1,1, Q

(2)
0,1 = [1, 1, 0][0, 1, 0]T = 1. �en we can prove

Q
(1)
0,1 > Q̃

(1)
0,1 = Q

(2)
0,1, which is consistent with the fact that the

ratings in R (1) that can be used to compute S
(1)
0,1 are more than

the ratings in R (2) that can be used to compute S (2)0,1. So instead of
transferring the information in R (2) to compute S (1)0,1, we use the
information in R (1) to compute it. Besides, since T2 = [0, 0, 0], we
can compute that M̃ (2)

2 = 0, and Q
(1)
k,3 = Q

(1)
k,3 ≥ Q̃

(2)
k,3 = Q̃

(2)
3,k = 0

where k ∈ {0, 1, 2}. As a result, although v (1)2 ’s rating information
is very sparse, the su�cient rating information of v (2)2 will not be
misused to compute v (1)2 ’s similarities to the other entities in G (1) .

Similarly, a�er se�ingM (2) =W (2) ∗R (2) , M̃ (1) = (W (1) ∗R (1) )T ,
we can compute S (2)i, j by replacing the superscript (1) with (2) and
replacing (2) with (1) in Eq. (5) simultaneously.

3.2.3 Cross-network item latent factor transfer. Since if there
exists an anchor link that connects v (1)i ∈ G (1) and v (2)j ∈ G (1) ,

then Ti, j = 1, v (1)i and v (2)j must represent the same item. Suppose
thatV (1) andV (2) are in the same domain, the latent factor vectors
V
(1)
i and V

(2)
j should also be the same. However, because some

items only have entities in G (1) or G (2) (i.e., the row dimensions
of V (1) and V (2) can be di�erent), we can’t directly set V (1) = V (2) .
Instead, we set TTV (1) = TTTV (2) , where T is used to ensure only
the two latent factor vectors of the same item are restricted to be the
same. We also notice that although V (1) and V (2) are in the same
domain, the latent user tastes and item factors in G (1) and G (2) can
still be a bit di�erent due to each network’s speci�c contexture, e.g.,
advertisements or promotions on the service provider’s website
[13]. So we relax this requirement and only require TTV (1) and
TTTV (2) to be similar, i.e., require ‖TTV (1) −TTTV (2) ‖2 to be as
small as possible. Moreover, in most case V (1) and V (2) are in
di�erent domains. Due to the domain di�erences (e.g., di�erent
user cultures, di�erent user tastes, and di�erent languages), a given
item may have di�erent latent factors in di�erent networks, and
the column dimensions ofV (1) andV (2) can also be di�erent (i.e.,m
and n can have di�erent values). So we apply an item latent domain
adaptation matrix H ∈ Rm×n to bridge the domain di�erences
between G (1) and G (2) , in this way to makeTTV (1)H andTTTV (2)

be as similar as possible. Finally, Reд3 is used to represent the
regularization term on the transfer of item latent factors between
G (1) and G (2) as follows:

Reд3 =
1
2 ‖T

TV (1)H −TTTV (2) ‖2 (6)

By minimizing Reд3, the latent information of the items owned
by both G (1) and G (2) will be transfered between V (1) and V (2)

according to the anchor link information in T .

3.2.4 A Unified Collaborative Regularization. In Reд1, Reд2 and
Reд3 there are �ve matrices remain to be computed, including
V (1) , V (2) , U (1) , U (2) and H . In order to avoid over��ing when
computing them, a quadratic regularization term Reд4 is created as
follows:
Reд4 =

λ1
2

(
‖U (1) ‖2 + ‖V (1) ‖2

)
+
λ2
2

(
‖U (2) ‖2 + ‖V (2) ‖2

)
+
λ3
2 ‖H ‖

2 (7)

where λ1, λ2 and λ3 are the regularization parameters. As a result,
the optimization function of our CCMF method is de�ned as follows:

min
U (1),V (1),U (2),V (2),H

L = Reд1 + αReд2 + βReд3 + Reд4 (8)

where α and β are the regularization parameters which relate to the
importance of Reд2 and Reд3 respectively. And if we think Reд2 is
more important than Reд3, we can assign α a value which is bigger
than β .

3.2.5 Optimization Algorithm. Since the objective function in
Eq. (8) is non-convex, we adopt an iterative optimization algorithm
that alternatively optimizes each variable while �xing others until
convergence. Speci�cally, by calculating the partial derivatives



of the objective L with respect to U (1) , V (1) , U (2) , V (2) and H ,
respectively, and se�ing them to 0, we have:




∂L

∂U (1) =
(
W (1) ∗

(
U (1)V (1)T − R (1) )) V (1) + λ1U (1) = 0

∂L

∂V (1) =
(
W (1)T ∗

(
V (1)U (1)T − R (1)T ))

U (1) + λ1V (1) + 2γ L (1)V (1)

+ βT
(
TTV (1)H −TTTV (2) ) HT = 0

∂L

∂U (2) =α
(
W (2) ∗

(
U (2)V (2)T − R (2) )) V (2) + λ2U (2) = 0

∂L

∂V (2) =α
(
W (2)T ∗

(
V (2)U (2)T − R (1)T ))

U (2) + λ2V (2) + 2αγ L (2)V (2)

− βTTT
(
TTV (1)H −TTTV (2) ) = 0

∂L

∂H
=βV (1)TT

(
TTV (1)H −TTTV (2) ) + λ3H = 0

(9)

where L(k ) = D (k ) − S (k ) ,k ∈ {1, 2} and D (k ) is a diagonal matrix
with elements D (k )

i,i =
∑
j S

(k )
i, j .

By transforming all the equations in Eq. (9) into their corre-
sponding linear system forms, we can solve them directly. For
example, supposing that the vec operator reshapes a matrix A =
[a1,a2, ...,an] to its column vector formvec (A) = [aT1 ,a

T
2 , ...,a

T
n ]T

by stacking the column vectors of A below one another. And using
vec (ABCT ) = (C ⊗ A)vec (B), where A, B and C are three arbitrary
matrices, ⊗ is the Kronecker product. We can rewrite ∂L

∂U (1) = 0 as a
linear system:

AX = B (10)

where A =
(
V (1)T ⊗ I1

)
diaд

(
vec (W (1) )

)
(V (1) ⊗ I1) + λ1, X =

vec (U (1) ), B =
(
V (1)T ⊗ I1

)
diaд

(
vec (W (1) )

)
vec (R (1) ), and I1 is

an a × a identity matrix.
�en, since A is invertible, we have the solution in the vector

form as vec (U (1) ) = A−1B. �usU (1) can be updated according to
the value of A(−1)B. Similarly, we can update V (1) ,U (1) , V (1) and
H by solving their corresponding AX = B forms in the same way.
However, for each of these �ve matrix variables, the computation
of its related A−1 is usually time consuming. Alternatively, we
can solve Eq. (9) iteratively by using the conjugate gradient(CG)
method [4], which only needs to perform matrix multiplications on
these equations in Eq. (9) respectively without rewriting them to
their linear system forms. In this way, the explicit representations
of matrix A−1 for all the �ve matrix variables are not needed.

�e whole procedure of CCMF is summarized in Algorithm 1.

4 EXPERIMENT
To verify the superiority of our approach, in this section we conduct
several experiments to compare the proposed CCMF approach with
�ve baseline recommendation methods.

4.1 Data Preparation
In this paper, we crawl two datasets G (1) and G (2) . G (1) is from
Douban Movie3. Douban is a Chinese SNS website allowing reg-
istered users to record information and create contents related to
�lm, books, music, and recent events and activities in Chinese cities.
As one of the most successful service branch of Douban, Douban
Movie provides comprehensive knowledge about recent and past
movies across the world together with the user reviews. G (2) is

3movie.douban.com

Algorithm 1 Algorithm framework of CCMF

Input: G (1) , G (2) : two heterogeneous information networks; A: the an-
chor link set; α , β , γ , λ1, λ2, λ3:controlling parameters de�ned above;
ϕ : the anchor link mapping function;

Output: U (1) and U (2) : the users’ latent semantic distribution matrices;
V (1) and V (2) : �e items’ latent semantic distribution matrices;

1: Create the user-item rating matrices R (1) and R (2) according to the
rating information in G (1) and G (2)

2: Use ϕ to create matrix T according to A
3: Create the weight matricesW (1) ,W (2) according to the rating infor-

mation in G (1) , G (2)

4: According to the method in Section 3.2.2, compute S (1) , S (2) byW (1) ,
W (2) , R (1) and R (2)

5: Calculate L (1) , L (2) by S (1) and S (2)

6: Initialize U (1) , V (1) , U (2) , V (2) and H
7: repeat
8: Update U (1) by solving ∂L

∂U (1) = 0 in Eq. (9)
9: Update U (2) by solving ∂L

∂U (2) = 0 in Eq. (9)
10: Update V (1) by solving ∂L

∂V (1) = 0 in Eq. (9)
11: Update V (2) by solving ∂L

∂V (2) = 0 in Eq. (9)
12: Update H by solving ∂L

H = 0 in Eq. (9)
13: until Eq. (8 converges)

Table 1: Statistics of the Datesets

property network dataset
G (1) G (2)

# entity user 800 800
movie 800 800

# relation rating 66,226 84,394
anchor link 800 800

from IMDb (short for the Internet Movie Database), which is owned
by Amazon.com, and is an international online database of infor-
mation related to �lms, television programs and video games. �e
anchor links for our experiment are the inter-network links which
connect the movie entities across I (1) ⊂ G (1) and I (2) ⊂ G (2) .
�ese links are crawled by tracing the property of IMDb Link on
the homepages of each movies in Douban.com.

In our experiments, for be�er analyzing the e�ect of applying
anchor links to the recommendation process, we only focus on the
movie items shared by G (1) and G (2) . So we select 800 movies,
each of which has its entities in G (1) and G (2) simultaneously.
�en we use their entities in G (1) and G (2) to form the experimen-
tal item entities sets I (1) ⊂ G (1) and I (2) ⊂ G (2) respectively.
Since each movie entity in I (1) is connected with a movie entity
in I (2) via an anchor link, we can form the corresponding movie
anchor link set A for I (1) and I (2) . And then in each network,
we randomly select 800 users who have rated some of these 800
movies, and form the experimental user sets U (1) ⊂ G (1) and
U (2) ⊂ G (2) respectively. Finally, we can generate the user rating
set E (k ) according to I (k ) andU (k ) as well as the related ratings,
and create the original user rating matrix Ṙ (k ) according to E (k ) ,
wherek ∈ 1, 2. However, since the Ṙ (1)

i, j ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, ?}



while Ṙ (2)
i, j ∈ {10, 20, 30, 40, 50, ?}, we set R

(1) = Ṙ (1) and set R (2)
i, j as

follows:

R (2)
i, j =




Ṙ (2)
i, j /5 if Ṙ (2)

i, j ,?

? if Ṙ (2)
i, j =?

(11)

And R (1) and R (2) are �nally used as the user rating matrices by
the recommendation methods in our experiments.

�e detailed statistics of the datasets are shown in Table 1.

4.2 Compared Methods
In order to demonstrate the e�ectiveness of the proposed CCMF,
we compare it with �ve baseline methods. so in total, there are six
methods to be compared. �e compared methods are summarized
as follows:

• Item-based k-Nearest Neighbors Algorithm (Ik-NN): It is one
of the most famous collaborative �ltering methods, which
recommends each item according to the rating information
of its top-k nearest items [14]. According to the previ-
ous work [14], the Adjusted Cosine Similarity is chosen
to compute the item similarities in this way to get be�er
results.

• Low-rank Matrix Factorization (LMF): It is proposed by
Nathan Srebro and Tommi Jaakkola [18] and has been
widely studied in many recommendation systems.

• SimMF-I(i): It is a state-of-art matrix factorization based
recommendation framework [15], which combines user-
item ratings and item similarities for recommendation. For
fair comparisons, we assume that other item relation in-
formation is unavailable, and the item similarities are com-
puted from the rating information by Eq. (3).

• SR2: It is a matrix factorization based recommendation
framework proposed byMa et al. [10], which apply the user
similarities to the recommendation process. According to
the evaluations in [10], we choose the PCC [10] method
to compute the user similarities in this way to get be�er
results.

• CST : It is a matrix factorization based recommendation
framework, which can transfer item latent factors across
di�erent networks. Di�erent from our CCMF method, this
method doesn’t consider item similarities, and doesn’t pro-
vide a way to bridge the domain di�erences between two
networks [12].

• CCMF : �is is our proposed Cross-network Collabrative
Matrix Factorization method.

To make fair comparisons, for LMF, SimMF-I(i), SR2, CST and CCMF,
we set the length of all latent factor vectors as 20 and set all the
parameters used to avoid over��ing as 1.0. For CCMF, we also set
the regularization parameter α as 1.0. And for other parameters, we
do experiments to �nd their approximately optimal values for each
method, and use these approximately optimal parameter values in
the performance comparison experiments.

4.3 Evaluation Metrics
In order to evaluate the e�ectiveness of these compared methods,
we use two di�erent metrics, namely Mean Absolute Error (MAE)

(a) Douban Movie, MAE (b) Douban Movie, RMSE

(c) IMDB, MAE (d) IMDB, RMSE

Figure 3: �e performance comparisons on the item recom-
mendation task in a given new network.

and Root Mean Square Error (RMSE). Both of them are used to
evaluate the total di�erence between the predicted user ratings and
the user ratings in the test set. �e metric MAE is de�ned as:

MAE =
1
Nt

∑
(i, j,k,R (k )

i, j )∈TE

|R (k )
i, j − R̂

(k )
i, j | (12)

where R (k )
i, j is the actual rating value that user u (k )i ∈ G (k ) assigns

to item v
(k )
j ∈ G (k ) , and R̂

(k )
i, j denotes the predicted rating value

that u (k )i may assign to v (k )j . Particularly, R̂ (k )
i, j can be calculated by

U
(k )
i V

(k )T
j in our model. Moreover,TE is the test set of user ratings,

and Nt is the number of ratings in TE .
RMSE is de�ned as:

RMSE =
√√√√ 1

Nt

∑
(i, j,k,R (k )

i, j )∈TE

(
R (k )
i, j − R̂

(k )
i, j

)2
(13)

From the de�nitions, we can see that a smaller value ofMAE or
RMSE means a be�er performance.

4.4 Performance Comparisons on the
Recommendation Task in a Given Network

In this subsection, we conduct experiments to compare the perfor-
mances of the experimental methods in the circumstance shown in
Fig. 1(a). In this circumstance, the movie recommendation should
only be done in a new network G (a) , whose user feedback infor-
mation is insu�cient for its recommendation task to achieve good
results. And the information in an old network G (b ) which has
su�cient user feedback information can be transferred to help the
recommendation task in G (a) .

So in each of these experiments, we set a training ratio rt (rt
denotes the degree of information sparsity of G (a) , the smaller it is,
the sparser G (a) ’s information is.), and randomly sample 1 − rt of



(a) MAE (b) RMSE

Figure 4: �e performance comparisons in the circumstance
where both of the aligned networks should recommend the
newly imported items to their users.

the observed ratings from the collected experimental data of G (a) ,
then use the sampled ratings to form the test set TE . �e rest of
observed ratings in G (a) and G (b ) are used to form the training set
TR . �e value of rt is selected from {0.2, 0.4, 0.6, 0.8}. If a = 1 then
b = 2, and if a = 2 then b = 1. �e random sampling was carried
out 5 times independently, and the average results are shown in
Fig. 3, in which the title of each subgraph is formed by the name of
G (a) and the metric.

From the results we can see that: 1) Our CCMF method out-
performs all the baseline methods in this group of experiments,
which suggests that it can e�ectively transfer information from an
old network to help the recommendation task in a new network.
2) CCMF method outperforms the SimMF-I(i) method in di�erent
data sets, which proves the importance of applying anchor links
to transfer information from an old network to help the recom-
mendation task in a new network. Since without the techniques
of information transfer via anchor links, CCMF will degrade to the
SimMF-I(i) method. 3) CCMF method signi�cantly outperforms
the CST method, which means the domain adaptation matrix and
item similarity transfer are important to the process of transferring
information from an old network to help the recommendation task
in a new network.

4.5 Performance Comparisons on the
Recommendation Tasks in Multiple
Networks

In this subsection, we conduct experiments to test the performances
of the experimental methods on dealing with the circumstance
shown in Fig. 1(b), where there are two networks, and each one of
them newly brings in some item entities from the other network,
thus these new entities should be recommended to some users as
soon as possible. And in each network, the newly imported entities
may not have enough user feedback information for recommenda-
tion, we can test whether our CCMF method can outperform other
baseline methods by making these two networks’ recommendation
tasks cooperate together.

So in these experiments, we �rstly partition the collected movie
anchor link setA = {l (v (1)i ,v

(2)
j )} with 5-fold cross validation: one

fold as Ax , the links in which connect the old movie entities in
G (1) with the newly imported movie entities in G (2) ; one fold as
Ay , the links in which connect the old movie entities in G (2) with
the newly imported movie entities in G (1) ; and the remaining 3
folds are formed by the anchor links among the old movies entities

(a) rt = 0.2, MAE (b) rt = 0.2, RMSE

(c) rt = 0.8, MAE (d) rt = 0.8, RMSE

Figure 5: Performances of CCMF with varying β , γ and rt on
Douban Movie dataset. �e lower, the better.

in G (1) and G (2) . Secondly, we create an empty entity set In , and
according to each link l (v

(1)
i ,v

(2)
j ) ∈ Ax , we select the movie

entity v (1)i ∈ G (1) then add it to In . Similarly, according to each
l (v

(1)
i ,v

(2)
j ) ∈ Ay , we select v (2)j ∈ G (2) and add it to In . In this

way, In contains all of the newly imported movie entities in G (1)

and G (2) . �irdly, a sparsity ratio rs is selected to denote the degree
of rating information sparsity for all the newly imported items in
G (1) and G (2) . And to all the observed ratings relate to the items
in In , rs of them are randomly selected out to form the setTR1, the
rest of them are used to form the test set TE . �en we randomly
select 60% of the observed ratings, which are related to all the old
movie entities in G (1) and G (2) (i.e., which are not related to the
items in In ), to form the set TR2. �us we get our training set
TR = TR1 ∪ TR2. To each network, since the imported items are
very new, their ratings can be very sparse, as a result, the value of
rs is selected from {0.05, 0.10, 0.15, 0.2}.

�e results are shown in Fig. 4, from which we can observe
that: 1) By making the recommendation tasks in di�erent networks
collaborate together via anchor links, our CCMF method can out-
perform all of the other baseline methods on recommending the
item entities in each network, which are newly imported from the
other network. 2) Because CCMF provides an e�ective way for each
network’s recommendation task to get useful information form the
other network simultaneously, when the information of the newly
imported items is very sparse, CCMF shows signi�cant advantages
over other base-line methods.

4.6 Parameter Study on β and γ
Since other kinds of parameters have been studied in previous ma-
trix factorization methods [15], here we only do parameter study
on β and γ , which relate to the two kinds of transferred information
in our CCMF method. On one hand, if the user-item matrices for



recommendation are factorized with a very small value of β and γ ,
CCMF will ignore the item similarities and item information trans-
fer. On the other hand, if β and γ have very large values, the item
similarity information and the process of item information transfer
will dominate the model learning process. Intuitively, we need to
set moderate values for β and γ to achieve good performances. As
a result, we will analyze how the changes of β and γ e�ect the �nal
recommendation accuracy in this section.

Choosing G (1) as the network where the recommendation task
is conducted, we �rstly set the training ratio rt as 0.2 or 0.8, and
use 1 − rt as the sample ratio to randomly sample the observed
user-item ratings from G (2) , and then use the sampled ratings to
form the test set TE . �e rest of observed ratings in G (1) and G (2)

are used to form the training set TR . Here, rt = 0.2 denotes that
network G (1) is very new and only contains a small amount of
ratings, while rt = 0.8 denotes that G (1) is not very new and has a
certain amount of ratings.

Figure 5 shows the impacts of β and γ on MAE and RMSE in
CCMF model. We can �nd that with the same rt , the performances
of CCMF on MAE and RMSE have very similar trend. Moreover,
the values of β and γ a�ect recommendation results signi�cantly,
which demonstrates that incorporating the multi-source item latent
information and the item similarity information can greatly a�ect
the recommendation accuracy. �e results indicate that β and γ
should be set with moderate values to make CCMF performwell: for
rt = 0.2, CCMF can achieve the best performance when β = 100 and
γ = 0.5; while for rt = 0.8, CCMF can achieve the best performance
when β = 200 and γ = 0.5. And for very small β and γ , CCMF will
degrade to two traditional LMF models, which make its MAE and
RSME increase to higher and stable values (i.e., bad performance).
For large β and γ , the item similarity information and the process
of item information transfer will dominate model learning process,
which also make the MAE and RSME values of CCMF increase.

5 RELATEDWORKS
Anchor link prediction is an important research problem and sev-
eral works have been published on this topic in the past seven
years. Most of these works aim at connecting the user accounts of
common users across di�erent networks [5–8, 26, 27, 35], among
them: S. Liu et al. [7] propose a framework to connect user accounts
across heterogeneous social media platforms by using multiple user
features. Xiangnan Kong et al. [5] explore the way of extracting
heterogeneous features from multiple heterogeneous networks for
anchor link prediction. And Y. Zhang et al. [35] develop a gen-
eral cross-network user alignment model which can support the
integration of a number of networks.

In order to recommend to online users with the information
entities that match their interests, a lot of recommendation methods
have been proposed so far. Among them, collaborative �ltering
is one of the most popular techniques, which makes automatic
predictions on the new interests of a user by the user-item rating
values on his/her other interested items, or the rating values from
the other similar users. Collaborative �ltering methods can be
classi�ed into two types of approaches: memory-based method
and model-based method [14]. Di�erent from the collaborative
�ltering which directly uses the rating values, the low rank matrix

factorization method �rstly factorizes user-item rating matrix into
two low rank user-speci�c and item-speci�c matrices, then utilizes
the factorized matrices to make further recommendations [18].

However, in some networks, user-item rating information is
usually very sparse, which makes many traditional recommenda-
tion methods cannot perform very well. In order to alleviate the
information sparse problem, several methods have been proposed
[3, 9, 15, 17, 22, 25] to integrate some auxiliary information besides
the user-item rating information into the matrix factorization pro-
cess, in this way to have su�cient information for recommendation.
Among them, [17] aims at jointlymodeling a relational database and
an item-users rating matrix to improve collaborative �ltering. Yu
Xiao et al. [25] propose the way of extracting item similarities from
multiple types of relation information and applying these similari-
ties to the matrix factorization process, in this way to get su�cient
information for recommendation. Shi Chuan et al. [15] propose a
�exible regularization framework, which integrates di�erent types
of the user relation information and item relation information into
the recommendation process. However, the auxiliary information
utilized by these methods is contained in the same data source
where the recommendation task is conducted (e.g., utilizing the
user relations in a given data source to help recommending the
items in the same data source [9]). And when this kind of auxiliary
information is insu�cient or unavailable in the data source, the
information sparsity is still a big problem. For example, in the
real world e-commerce sites (like Amazon), few social relations
really exist among users, so the methods like [9], [15] and [3] which
rely on social relations for be�er recommendation performances
become powerless.

Nevertheless, some works also explore the way of transferring
the information from the source network to the target network to
alleviate the information sparse problem. Among them, methods
like [2] and [16] try to recommend items to the users in a given
network G (1) according to the preferences of users in the other
network G (2) . However, since the information transferred to G (1)

may not be related enough to the information in G (2) , these meth-
ods usually face the “negative transfer” problem [21], which o�en
causes bad recommendation performances. Because anchor links
can connect two networks from di�erent sources together, via an-
chor links, the information which is closely related to both of these
two networks can be transferred directly between them. But only a
very few works have been done to explore the anchor link based
recommendation methods. Ming Yan et al. [23, 24] explore the way
of recommending videos for YouTube users by transferring users’
social and content information from Twi�er network via user an-
chor links, however, since user anchor links are usually very hard to
collect due to the privacy concerns , their works can hardly adapt to
other applications. Weike Pan et al. [13] propose a transfer learning
framework which integrates multi-source network information for
recommendation via the user and item anchor links, however, they
never consider the item similarities, nor do they discuss the domain
di�erences between di�erent networks.

6 CONCLUSIONS
In this paper, we propose a Cross-network Collaborative Matrix Fac-
torization (CCMF) framework to integrate multi-source information



for recommendation tasks based on broad learning se�ing, in this
way to solve the information sparse problem caused by di�erent
reasons. Basing on item anchor links, CCMF can transfer item
similarity information and item latent information across networks
from di�erent sources. And di�erent from most traditional recom-
mendation methods, CCMF can make the recommendation tasks
from di�erent network sources collaborate together. During the
information transfer process, a novel method is introduced to keep
the consistency of item similarities between two di�erent networks,
and a domain adaptation matrix is used to overcome the domain
di�erence problem. We conduct experiments to compare the pro-
posed CCMF method with several widely used or state-of-the-art
recommendation techniques, and the experimental results re�ect
that CCMF outperforms other methods in di�erent circumstances.
Since our CCMF is a basic framework which only exploits user-item
rating information for recommendation, in future work we will
study on how to properly integrate the knowledge of heterogeneous
information into CCMF in this way to achieve be�er performances.
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