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Users participate in multiple social networks
simultaneously
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Problem Studied: Social Network Alignment via
Shared Common Users
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Proposed Network Alignment Framework:
PNA (Partial Network Aligner)

Motivations: use the heterogeneous
information across social networks
to infer the existence probabilities
of potential anchor links.
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* step 1: potential anchor link «
inference with information
across networks
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Motivations: networks studied in this * step 2: network matching to
paper are partially aligned, and each > prune redundant non-existing
user in a network can be connected anchor links

to at most one user in another network.




Step 1: inferring potential anchor links across networks

* Proposed Method: Supervised Anchor Link Prediction

information used to extract
feature vectors for these links
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Challenge 1: Class Imbalance

training set

* Proposed Solution 1: Down Sampling the Negative Links

A redundant negative links B safe negative links

® borderline negative links <@ noisy negative links e Distributions of Negative Links in

A A A the Feature Space
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Challenge 1: Class Imbalance

training set

* Proposed Solution 2: Over Sampling the Positive Links

A

+ + + 4o Synthetic Positive Links
H N | Generation in the Feature Space
+

+ * generate random synthetic positive

+ T -+ instances between pairs of positive
4 i + instances in the feature space
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Challenge 2: Network Heterogeneity & Feature Extraction

Information Types: Who Where What When

Temporal Activities

Locations Social Links




Proposed Solution: Anchor Meta Paths
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Step 2: Network Matching to Prune Non-existing
Anchor Links
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e Motivations:

e constraint on anchor links is 1-to-1, according to existing works

 networks studied in this paper are partially aligned, many users
are not connected to anchor links

e revised constraint on anchor links is 1-to-1= (one-to-at most one)

 how to keep the 1-to-1< constraint and prune redundant non-
existing anchor links is very challenging



Proposed Solution of 1-to-1 Constraint: Stable Matching
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Proposed Solution of 1-to-1= Constraint: Self Matching

and Generic Stable Matching
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stable matching result

--------------------------------------------------------------------------------------------------------------------------------

Self Matching: users who are
shared common users prefer to
stay unconnected

Generic Stable Matching: Stable
matching (for shared users) which
also allows self matching (unshared
USErs)

How to do self matching and
generic stable matching?




Self Matching and Generic Stable Matching
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* K: partial matching rate, used to control

the length of users’ preterence list, whose
sensitivity analysis will be given in the
experiments



Pseudo-code of Generic Stable Matching of Networks

. . . e (2)__ (1)
Algorithm 1 Generic Gale-Shapley Algorithm 7. ifu;"==u; " then
N _ (1) (1)
Input: user sets of aligned networks: ¢! and Y%, 8: L'=LU{(u; " u; ")}
classification results of potential anchor links in £ 9: Set u,E-l) as stay unconnected
known anchor links in A!+2) 10:  else
truncation rate K 1 if ,_,5_2) is free then
T as inf > inks £’ 1 2
Outpu.t. a set of inferred an.chor !mks [, " o) 2. =y {(uf )“ ol ))}
I: Initialize the preference lists of users in 4"/ and U'=/ with (1) 2) J .
predicted existence probabilities of links in £ and known 13 Set u; * and u;”" as occupied
anchor links in A"?) whose existence probabilities are 14 else 1 N
1.0 15: 3u§, ) that -uﬁ.“) 1s occupied with.
2: consllruct 11111e truncaleg{ .?gategdie; <f')r)om the preference lists 4. if .“5_2) prefers 'u.,gl) to u',’ then
3: Initialize all users in an <) as free h ’ (1) (2) (1) (2)
4 L' =10 17: L z((]f —{(up ", u; (1))}) U{(u; 7 uy™)}
5: while 3 free u.E” in 4" and -u.El) 's truncated strategy is 18 Set up, * as free and u; * as occupied
non-empty do - | 19: end if
6:  Remove the top-ranked account u;z) from u|'’’s trun-  20: end if
cated strategy 21:  end if
22: end while




Dataset

TABLE 1
PROPERTIES OF THE HETEROGENEOUS NETWORKS

network
property Twitter  Foursquare
user 5,223 5,392
# node tweet/tip 9,490,707 48,756
location 297,182 38,921
friend/follow 164,920 76,972
# link  write 9,490,707 48,756
locate 615,515 48,756

 # anchor links: 3,388
* (Ground truth: existing anchor links

* Hide part of the anchor links, and build models to discover them




Experiment Settings

 Comparison Methods:

Aoma: Link Prediction (Over Sampling) + Generic Stable Matching
Abowma: Link Prediction (Down Sampling) + Generic Stable Matching
Aowm: Link Prediction (Over Sampling) + Traditional Stable Matching

Ao: Link Prediction (Over Sampling)

\
N\
\
* PNAowm: Link Prediction (Down Sampling) + Traditional Stable Matching
N\
\

Ab: Link Prediction (Down Sampling)
 MNA: Link Prediction without Sampling + Traditional Stable Matching

 MNA-no: Link Prediction without Sampling

PNAovc PNAomé PNAom PNAom PNAo PNAo MNA MNA-no

over sampling

down sampling

generic stable
matching

traditional stable
matching

* Evaluation Metrics: Accuracy, AUC, F1



Effectiveness of Sampling Methods
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N: percentage of existing anchor links

Remarks: PNAo, PNAo and MNA-no are

identical, except

* PNAouses over sampling to hand class
imbalance issue

* PNAbuses down sampling to deal with

class imbalance problem

* MNA-no doesn’t use any sampling
methods at all

0.95 l r l :
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(b) AUC: neg. sz. rate

O: class imbalance rate, i.e.,
negative instance/positive instance
Observation:

PNAo, PNAb can outperform MNA-no
consistently for networks with different n and 6

Explanation:

Over sampling and down sampling works well
In dealing with the class imbalance problem




Experiment Results

N. percentage of existing anchor links

v

anchor link sampling rate 7

Methods 0.1 0.2 0.3 0.4 0.5 0.6 0.7

PNAoMG 0964 0966 0973 0967 0987 0989  0.981 3

PNADMG 0960 0974 0961 0976 0983 0975  0.982
PNAoM 0942 0938 0948 0945 0954 0960 0970

Acc PNADM 0940  0.95] 0949 0929 0949 0947 0969 4.

MNA 0917 0918 0922 0922 0.93] 0.937 0940

PNAo 0905 0907 0915 0915 0918 0927 0926 5.

PNAD 0905 0908 0911 0912 0915 0926 0923
MNA_no 0895 0899 0901 0907 0916 0.921 0.922

PNAomMG  0.280 0375 0442 049 0615  0.717  0.776
PNADMG  0.283 0374 0412 0481 0589 0.658 0.783

PNAoM 0230 0318 0384 0452 0543 0.638 0723 1.

Fl PNADM 0239 0324 0369 0424 0526 0593 0716
MNA 0211 0267 0375 0420 0496 0578  0.705

PNAo 0.014 0.054 0211 0210 0305 0402 0413

PNAD 0.010 0.048 0.131 0.165 0.257 0.380  0.365

MNA_no  0.004  0.021 0042 0067 0232 0322 0339

\/_"

2.

Observations:

All the methods achieve better results as n
iIncreases

Accuracy score achieved by all methods are
very high

PNAomG (PNADMG) performs better than
PNAom (PNADM)

PNAom and PNADM achieves better results
than MNA

PNAom (PNADM and MNA) out-perform PNAO
(PNAD and MNA-no)

Explanations

more anchor links, more training instances to
build models

due to the class imbalance problem, all these
methods can make correct prediction of
negative links easily and achieve high
accuracy

generic stable matching and self matching
works better for partial network alignment
than traditional stable matching

over sampling and down sampling works well
In addressing the class imbalance problem
stable matching is helpful for pruning non-
existing anchor links



Accuracy

0.75

o—e PNA

1.01

%88 oMG |4 0.70 e PNAuy
g;ggBL e PNipg I R C
88(55 - —o—o—@ 1 = e e e
0.92 m-eo o o o 0.60|% o 0 o0 o
0-33[ _— “ 0.55 .

0 10 20 30 40 50 0 10 20 30 40 50
K K
(a) Acc.@ = 5, n = 0.4 (b) F1@0 = 5, n = 0.4

Parameter Analysis

0.996 0.88
-, 0.994 . 0.86 1
S o.992?ﬁ $—8— g-gg No—o— o
S 0.990 . ] £ 080
S 0.988| o= PNAoxe | 0.78 oo PNAjyq ||
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K K
(c) Acc.@ = 50, n = 0.9 (d) F1@0 = 50, n = 0.9

Observations: for networks with lower  Observations: for networks with higher

class imbalance rates and alignment rate
(e.g., 6=5,n=0.4)

the optimal “partial alignment rate” K for
methods PNAove and PNAomG 1S 1, 1.e.,
the optimal matching results are
candidates with the highest prediction
SCores

performance of PNAome and PNAbwme will
become worse as K increases from1to 5

as K further increases, it will have no
effects on PNAove and PNAbwma, as
candidates which are far behind in the
preference list will never be selected in
the matching result

class imbalance rates and alignment rate
(e.g., 6=50, n=0.9)

* the optimal “partial alignment rate” K for
methods PNAomwe and PNAbwme are 3 and
5 respectively,

performance of PNAowma (PNAbma) will
become worse as K increases from1 to 3
(1to 5), but drops are K increases to 10

e as K further increases, it will have no
effects on PNAove and PNAbwma, as
candidates which are far behind in the
preference list will never be selected in
the matching result



summary

* |n this paper, we study the partial network alignment problem.

* A 2-phrase network alignment framework, PNA, is introduced
to address the problem

* step 1: supervised anchor link prediction

* over sampling/down sampling to handle the class
imbalance problem

* extract features from across the heterogeneous networks
based on a set of anchor meta paths

* step 2: partial network matching with Generic Stable
Matching to maintain the 1-to-1< constraint on anchor links

* selt matching is introduced to deal with unshared users
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